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Abstract

Particle swarm optimization is a stochastic global optimization algorithm that is based on swarm intelligence. Because of its excellent
performance, particle swarm optimization is introduced into fuzzy entropy image segmentation to select the optimal fuzzy parameter
combination and fuzzy threshold adaptively. In this study, the particles in the swarm are constructed and the swarm search strategy
is proposed to meet the needs of the segmentation application. Then fuzzy entropy image segmentation based on particle swarm opti-
mization is implemented and the proposed method obtains satisfactory results in the segmentation experiments. Compared with the
exhaustive search method, particle swarm optimization can give the same optimal fuzzy parameter combination and fuzzy threshold
while needing less search time in the segmentation experiments and also has good search stability in the repeated experiments. Therefore,
fuzzy entropy image segmentation based on particle swarm optimization is an efficient and promising segmentation method.
� 2008 National Natural Science Foundation of China and Chinese Academy of Sciences. Published by Elsevier Limited and Science in

China Press. All rights reserved.
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1. Introduction

Particle swarm optimization (PSO) is a new evolutionary
computing method that was developed by Kennedy and
Eberhart in 1995 through the simulation of simplified social
models of bird flocks [1]. Due to its excellent performance,
PSO has become one of the hotspots in evolutionary com-
puting research and has been used in many applications such
as function optimization, neural network training, and fuzzy
control systems in recent years [2]. Image segmentation can
be defined as the technique of dividing an image into disjoint
homogeneous regions that usually contain similar objects of
interest. And it is an important step in automatic image anal-
ysis and interpretation. However, due to the uncertainty and
complexity of images encountered in actual applications, it is
a very difficult task that affects directly the results of subse-

quent tasks such as feature extraction, object detection,
and recognition. Because fuzzy set theory is an effective
means of researching and processing fuzziness and uncer-
tainty, fuzzy entropy has been used in image threshold seg-
mentation [3,4]. Since the exhaustive search for all fuzzy
parameter combinations is too costly, we introduced PSO
into fuzzy entropy image segmentation to solve this optimal
problem adaptively. This paper is organized as follows: in
Section 2, the basic principle of PSO is described; in Section
3, the specific method of PSO applied in fuzzy entropy image
segmentation is proposed; the experimental results are
described and analyzed in Section 4 and conclusions are pre-
sented in Section 5.

2. Basic principle of PSO

PSO is a population-based algorithm that uses a popula-
tion of individuals to probe the best position in the search
space. In PSO, the individual is called a particle, which moves
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with an adaptable velocity in the search space. Each particle
moves stochastically in the direction of its own best previous
position and the whole swarm’s best previous position. Sup-
pose that the size of the swarm is N and the search space is M-
dimensional, then the position of the ith particle is presented
as Xi(xi1,xi2, . . . ,xiM). The velocity of this particle is pre-
sented as Vi(vi1,vi2, . . . ,viM). The best previous position of
this particle is denoted as Pi(pi1,pi2, � � � ,piM) and the best
previous position discovered by the whole swarm is denoted
as Pg(pg1,pg2, . . . ,pgM). The particles are manipulated
according to the following equations [1,5,6]:

vkþ1
im ¼ xk � vk

im þ c1 � randðÞ � ðpim � xk
imÞ=Dt

þ c2 � randðÞ � ðpgm � xk
imÞ=Dt ð1Þ

xkþ1
im ¼ xk

im þ vk
im � Dt ð2Þ

xk ¼ xmax � k � ðxmax � xminÞ=kmax ð3Þ

where 1 6 m 6M, and rand() is the random number with
uniform distribution U(0,1); c1 and c2 are acceleration coef-
ficients; x is the inertia weight; xmax and xmin are the max-
imum and minimum value of x, respectively; k and kmax

are the current iterative time and the maximum iterative
time, respectively; usually Dt is unit time.

vkþ1
im and xkþ1

im should be under the constrained conditions
as follows:

vkþ1
im ¼

vkþ1
im �vmax 6 vkþ1

im 6 vmax

vmax vkþ1
im > vmax

�vmax vkþ1
im < �vmax

8><
>: ð4Þ

xkþ1
im ¼

xkþ1
im xmin 6 xkþ1

im 6 xmax

xinit xkþ1
im > xmax

xinit xkþ1
im < xmin

8><
>: ð5Þ

xinit ¼ xmin þ randðÞ � ðxmax � xminÞ ð6Þ

where vmax is the maximum value of v; xmax and xmin are
the maximum and minimum value of x, respectively.

3. Specific method of PSO applied in fuzzy entropy image

segmentation

Fuzzy entropy image segmentation [3,4], which takes the
fuzziness and uncertainty of images into account, has had
great success in image threshold segmentation. Let Y

denote an image of size I � J with L gray levels ranging
from Lmin to Lmax, and yij denote the gray level of the
(i, j)th pixel in Y. According to fuzzy set theory, Y can be
transformed into an array of fuzzy singletons A by a mem-
bership function.

A ¼ flY ðyijÞ; i ¼ 1; 2; . . . ; I ; j ¼ 1; 2; . . . ; Jg ð7Þ

where 0 6 lY(yij) 6 1 and lY(yij) denotes the degree of some
property such as brightness possessed by the (i, j)th pixel.

The standard S-function is a commonly used member-
ship function and is defined as follows:

lY ðyÞ ¼

0 y < a

2� ½ðy � aÞ=ðc� aÞ�2 a 6 y < b

1� 2� ½ðc� yÞ=ðc� aÞ�2 b 6 y < c

1 y P c

8>>><
>>>:

ð8Þ

where a, b and c are fuzzy parameters.
The fuzzy parameter b is the cross-over point and

b = (a + c)/2. The interval [a,c] is the fuzzy region and
the width of the fuzzy region is defined as 2Db = c � a.
The interval [Lmin,a] and the interval [c,Lmax] are non-
fuzzy regions.

Fuzzy entropy is a measure of the uncertainty of a fuzzy
set and can be defined as follows:

HðY Þ ¼ 1

IJ ln 2

XI

i¼1

XJ

j¼1

SnðlY ðyijÞÞ ð9Þ

where Sn(�) is the Shannon’s function defined by:

SnðlY ðyijÞÞ ¼ � lY ðyijÞ ln lY ðyijÞ
� ð1� lY ðyijÞÞ lnð1� lY ðyijÞÞ ð10Þ

According to information theory, the larger the fuzzy en-
tropy of a fuzzy set, the more information the fuzzy set
has. Therefore, when the fuzzy set has the maximum fuzzy
entropy, the corresponding fuzzy parameter combination
(a,c) is the best fuzzy parameter combination. Then Y

can be segmented into the object and the background
according to the fuzzy threshold b as follows:

yij ¼
0 yij < b

255 yij P b

(
ð11Þ

where i = 1,2, . . . ,I and j = 1,2, . . . ,J.
Since an exhaustive search for all fuzzy parameter com-

binations is too costly, in this paper PSO is introduced into
fuzzy entropy image segmentation to find the best fuzzy
parameter combination adaptively. Considering the opti-
mal problem mentioned above, the particles in the swarm
are constructed and the swarm search strategy is proposed.
We choose 2 as the dimension of the search space and the
position and velocity of the particle in the swarm are both
two-dimensional vectors of real numbers. The fuzzy
entropy function (9) is the given fitness function. The pro-
cedure is described as follows:

1. Initialize the position matrix X and the velocity
matrix V of the particle swarm as follows:

xim ¼ xmin þ ðxmax � xminÞ � randðÞ ð12Þ

X ¼

x11 x12

x21 x22

� � � � � �
xN1 xN2

2
6664

3
7775 ð13Þ
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vim ¼ �vmax þ 2vmax � randðÞ ð14Þ

V ¼

v11 v12

v21 v22

� � � � � �
vN1 vN2

2
6664

3
7775 ð15Þ

where i = 1,2, . . . ,N and m = 1,2; N is the size of the
swarm; rand() is the random number with uniform
distribution U(0,1); vmax is the maximum value of v;
xmax and xmin are the maximum and minimum value
of x, respectively; xmax = Lmax, xmin = Lmin + 1 and
xi2 � xi1 P 2; Lmax and Lmin are the maximum and
minimum gray level of the image, respectively.

2. Evaluate the fitness value of each particle in the
swarm using the fuzzy entropy function (9).

3. Compare the evaluated fitness value of each particle
with the fitness value of its best previous position.
If the current value is better, then set the current posi-
tion as its best previous position.

4. Compare the evaluated fitness value of each particle
with the fitness value of the whole swarm’s best pre-
vious position Pg. If the current value is better, then
set the current position as the whole swarm’s best pre-
vious position.

5. Update the velocity of each particle according to Eqs.
(1), (3) and (4).

6. Update the position of each particle according to
Eqs. (2), (5) and (6). If xi2 � xi1 < 2, initialize the
position of the ith particle.

7. Select some particles in the swarm according to the
mutation rate and apply Gaussian Mutation to them
as follows [7]:

mutðximÞ ¼ xim � ð1þ gaussianðrÞÞ ð16Þ

where mut(xim) is the position after mutation. If the fitness
value of the particle after mutation is better than the fitness
value of the particle before mutation, the mutation result is
saved. Otherwise, the mutation result is canceled.

8. Exit the loop if the stop criterion is satisfied. The stop
criterion is the predefined maximum iterative time.
Otherwise, go to step 2.

9. Search in the local region around Pg for the best
fuzzy parameter combination (a,c).

10. Calculate the fuzzy threshold b using the best fuzzy
parameter combination (a,c) and segment the image
according to Eq. (11).

4. Experimental results

In order to validate the effectiveness of the proposed
method, two IKONOS images, covering two areas of
Hongkong, and three Landsat-5 TM images, covering
three areas of Wuhan, were selected as experimental data.
The segmentation algorithms were developed in MATLAB
6.5 on the Acer Aspire5583 notebook computer. The
parameters of the proposed method were: the size of the
swarm was 20, the maximum iterative time was 100,
c1 = c2 = 2, xmax = 0.9, xmin = 0.4, the mutation rate was
0.2, and the range of the local search was ±10 around
Pg. Original IKONOS image and its segmentation result
by the proposed method are shown in Fig. 1 where (a) is
the original IKONOS image, (b) is the corresponding seg-
mentation result. And original Landsat-5 TM image and its
segmentation result by the proposed method are shown in
Fig. 2 where (a) is the original Landsat-5 TM image, (b) is
the corresponding segmentation result. IKONOS and
Landsat-5 TM images are widely used in actual remote
sensing applications, while being quite different in their
spatial characteristics. As can be seen from Figs. 1 and 2,
the proposed method obtains satisfactory segmentation
results in that these two kinds of remote sensing images
are reasonably divided into the objects and the back-
ground. The proposed method has good adaptability when
applied to different kinds of remote sensing images, because
it takes the fuzziness and uncertainty of images into

Fig. 1. Original IKONOS image and its segmentation result by the proposed method. (a) The original IKONOS image; (b) the corresponding
segmentation result.
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account and utilizes fuzzy set theory to process fuzziness
and uncertainty in image segmentation.

Because the effects of fuzzy entropy image segmentation
depend on the selected fuzzy threshold, it is essential to
compare the fuzzy threshold selected by the PSO method
with the fuzzy threshold selected by the exhaustive search
method. Comparison of results and time of the PSO
method and the exhaustive search is shown in Table 1
where FPC represents fuzzy parameter combination, FT
represents fuzzy threshold, and time is the time cost in
the search for the best fuzzy parameter combination. In
Table 1, Image 1 and Image 2 are the IKONOS images
and Image 3, 4, and 5 are the Landsat-5 TM images. As
can be seen from Table 1, the PSO method can give the
same optimal fuzzy parameter combination and fuzzy
threshold as that of the exhaustive search. In contrast,
the search time of the PSO method is less than that of
the exhaustive search. For example, the PSO method and
the exhaustive search obtain the same optimal fuzzy
parameter combination (23,255) and fuzzy threshold 139
for Image 2, but the search time of the PSO method is
approximately one tenth of that of the exhaustive search.
Therefore, it can be concluded that the PSO method can
greatly improve the efficiency of fuzzy entropy image seg-
mentation. And from the search results of all the experi-
mental images, we can conclude that the PSO method
has good adaptability in selecting the optimal fuzzy param-
eter combination and fuzzy threshold when applied to dif-
ferent kinds of remote sensing images.

Because PSO is a stochastic global optimization algo-
rithm, we repeated experiments to test the search stability
of the PSO method. Results and time of the PSO method
in 20 repeated experiments are shown in Table 2 where
FPC represents fuzzy parameter combination, FT represents
fuzzy threshold and time is the time cost in the search for the
best fuzzy parameter combination. The experimental results
of the PSO method are marked with a gray background in the
table when they are different from that of the exhaustive
search. As can be seen from Table 2 that the PSO method
has obtained the same optimal fuzzy parameter combination
and fuzzy threshold as that of the exhaustive search at the
rate of 80% for Image 1 and 100% for Image 3. Therefore,
it can be concluded that the PSO method has good search sta-
bility in selecting the optimal fuzzy parameter combination
and fuzzy threshold adaptively when applied to different
kinds of remote sensing images.

Table 1
Comparison of results and time of the PSO method and the exhaustive
search

Image PSO method Exhaustive search

FPC FT Time (s) FPC FT Time (s)

1 22, 193 107.5 11.16 22, 193 107.5 100.70
2 23, 255 139.0 10.34 23, 255 139.0 99.45
3 21, 142 81.5 10.30 21, 142 81.5 25.49
4 15, 144 79.5 10.36 15, 144 79.5 30.45
5 17, 125 71.0 10.05 17, 125 71.0 20.05

Table 2
Results and time of the PSO method in 20 repeated experiments

Fig. 2. Original Landsat-5 TM image and its segmentation result by the proposed method. (a) The original Landsat-5 TM image; (b) the corresponding
segmentation result.
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5. Conclusions

In this paper PSO is introduced into fuzzy entropy
image segmentation to find the best fuzzy parameter com-
bination and fuzzy threshold adaptively. IKONOS and
Landsat-5 TM images are selected as the experimental data
and the proposed method obtains satisfactory results in the
segmentation experiments. The PSO method can obtain the
same optimal fuzzy parameter combination and fuzzy
threshold as that of the exhaustive search while its search
time is less than that of the exhaustive search when applied
to different kinds of remote sensing images. And the PSO
method has good search stability in the repeated experi-
ments. Therefore, fuzzy entropy image segmentation based
on PSO is an efficient segmentation method.
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